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In the digital era, the application of image and signal classification influences several areas including medical, engineering, 

science, and technology. Due to the advancements in digital imaging and signal acquisition, images and signals are gen-

erated massively through various image and signal acquisition devices. Processing these massive images and signals for 

classification is a very challenging task to the researchers due to the high-dimensional space that contains irrelevant and 

redundant features. The irrelevant and redundant features reduce the performance of the classification algorithms in terms 

of classification accuracy. Therefore, the feature selection plays a significant role in the image and signal classification in 

order to reduce the irrelevant and redundant features from the high-dimensional space to improve the accuracy of the 

classifiers. This paper proposes a novel filtering approach with clustering based feature selection (FACFS) for image and 

signal classification. The performance of the proposed method is tested on various real-world image and signal datasets 

and compared with various state-of-the-art feature selection methods in terms of classification accuracy and redundancy 

rate. The experimental results show that the proposed method is very promising than the other methods compared.    
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1. Introduction 

 

In the recent past, thanks to the advancements in digi-

tal imaging and signal acquisition technologies and sophis-

ticated signal and image processing techniques, massive 

volume of images and signals are acquired through various 

image capturing devices. This includes imaging devices 

such as digital cameras, X-ray, radiography, fluoroscopy, 

computed tomography (CT) [1], digital gamma ray imag-

ing devices such as digital scintigraphy, single-photon 

emission computed tomography (SPECT), positron emis-

sion tomography (PET) and signal acquisition techniques 

such as electroencephalography (EEG), magneto enceph-

alography (MEG) [2], electrocardiography (ECG), elec-

tromyography (EMG), medical ultrasonography, radar, 

sonar and satellite signals, etc [3]. Processing these mas-

sive images and signals in order to build the classifier with 

high accuracy is the challenging task among the research-

ers since they contain high-dimensional space with irrele-

vant and redundant features. The image and signal classi-

fication tasks are carried out in our day-to-day life in many 

areas as follows.  

Geological and meteorological signals are used to 

predict weather condition, cyclone and rain using satellite 

or weather images [4]. In medical field, the classifier is 

used as the medical diagnosis system to predict the diseas-

es using the various types of medical images. In banking 

sector, the classifier is used as the currency detector to 

identify the genuineness and the denomination of the cur-

rency using the images captured through scanners. In au-

thentication and security surveillance systems, classifier is 

used as face and object recognition system to predict or 

identify the face or object from the surveillance images. In 

handwriting recognition system, classifier is used to recog-

nize the digits and alphabets from the handwritten images. 

In voice recognition system, it is used to predict the voice 

(speech) signal of the person or stranger using the voice 

(speech) signal [5]. In satellite signal prediction, the classi-

fier is used to predict the interference of the signal using 

satellite signals. In medical signal prediction system, the 

classifier is used to diagnose the diseases using the bio-

medical signals such as EEG, ECG, and EMG [6].  

In general, classifier is built using classification algo-

rithms with the features extracted from images and signals 

in order to carry out the classification task. The extracted 

features contain relevant, irrelevant, and redundant features. 

The irrelevant and the redundant features reduce the accu-

racy of the classifier. Therefore, feature selection is em-
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ployed to remove the irrelevant and redundant features to 

develop a highly accurate classifier.  

This paper proposes a novel filtering approach with 

clustering based feature selection (FACFS) for image and 

signal classification using ranking with clustering approach 

in order to improve the accuracy of the classification algo-

rithms. The performance of the proposed method is tested 

on various real-world image and signal datasets and com-

pared with various state-of-the-art feature selection meth-

ods. The experimental results show that the proposed 

method outperforms the other methods compared. The 

remainder of this paper is organized as follows: Section 2 

discusses the literature review and Section 3 explains the 

proposed feature selection method for image and signal 

classification. Section 4 details the implementation and 

experimental setup. Section 5 discusses the results ob-

tained and Section 6 concludes the paper. 
 

 

2. Literature review  
 

This section reviews the research works that are relat-

ed to the proposed method. Feature selection is a process 

of removing irrelevant and redundant features from a given 

dataset to improve the accuracy of the classifier. The fea-

ture selection methods are categorized into four namely 

wrapper, embedded, filter, and hybrid methods based on 

how the classifier is used in feature selection process.  

Wrapper method [7] uses the classifier to validate the 

feature subset in feature subset selection process. It is 

computationally costlier and does not possess generality 

since it produces higher accuracy for the classifier which is 

used to validate the feature subsets. The embedded method 

[8] uses a part of training phase of the classifier. It is 

computationally efficient than wrapper method and does 

not possess generality since it produces high accuracy only 

for the classifier which is used for the feature selection 

process. The filter method [9] uses any one of the statisti-

cal or mathematical measures to identify the significant 

features from a given dataset. This requires very less com-

putation time and space compared to the wrapper and em-

bedded methods. The hybrid method combines the filter 

and wrapper methods [10].  

On the other hand, feature selection methods are cat-

egorized into two based on how the features are combined 

in feature selection process namely feature subset selection 

and feature ranking methods.  

The feature subset selection combines all features into 

a maximum number of possible combinations using any 

one of the searching algorithms to select the best feature 

subst. It is computationally costly and space complexity is 

high. This includes correlation-based feature selection, 

consistency-based feature subset selection, etc [11-14].  

The feature ranking method uses any one of the statis-

tical, probabilistic, or mathematical measures to weight 

each feature of a given dataset. Then, the weighted features 

are ranked based on their weight. The top ranked features 

are chosen as the selected significant features. The feature 

ranking-based feature selection includes information 

gain-based feature selection (IGFS), chi-squared-based 

feature selection (CQFS), Gain ratio-based feature selec-

tion (GRFS), and symmetric uncertainty (SUFS) feature 

selection method [15]. These methods do not yield higher 

classification accuracy, since the ranking method identifies 

only the relevant features but fails to identify the redundant 

features. 

Therefore, the proposed FACFS method takes the ad-

vantage of the ranking approach to identify relevant fea-

tures and removes irrelevant features and uses clustering 

approach in order to discover and remove redundant fea-

tures to improve the accuracy of the classifiers.   

 

 

3. Filtering approach with clustering based  

  feature selection (FACFS)    

 

The FACFS algorithm comprises of two phases. In 

phase 1, the algorithm receives a dataset ‘D’ as input and 

calculates the information gain weight for all the features 

with the corresponding class-target-attribute. The features 

that have ‘0’ information gain weight are removed as they 

are treated as irrelevant features. In phase 2, the relevant 

features are clustered using k-means clustering. The clus-

ters of features contain redundant features. Then the rep-

resentative features from each cluster are chosen using the 

information gain weight with the threshold value. The re-

sulting representative features from each cluster are con-

sidered as the selected significant features from the dataset. 

 

3.1 Algorithm with theoretical analysis of FACFS  

 

Consider a real-world dataset ‘D’ namely ‘Mfeat-pix’ 

taken from UCI repository [16]. It contains 2000 patterns 

(instances) with 240 features F = {f1, f2,…,f240} where F is 

a set of whole features of dataset D and fi ∈ F, to predict 

the hand written digits from 0 to 9 by one target-class con-

tains 10 labels (0 to 9) which indicates the possible hand 

written digits 0 to 9.  

 

Step1: Removal of irrelevant features  

In order to identify the relevant features to the tar-

get-class attribute, information-gain-weight (IGWi) is cal-

culated for all features as follows: Initially, the expected 

information ‘I’ needed for classification is computed using 

the target-class attribute of ‘D’ as shown in Equation 1, 

where ‘z’ is the total number of distinct labels.  
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Then the information required for each feature If(D) of 

the dataset ‘D’ is calculated as shown in Equation 2, where 

‘d’ denotes the number of distinct values of the feature f. 
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(D)If(D)I(f)IG 
              (3) 

 

Information gain is computed for each feature as 

shown in Table 1 by subtracting the required information 

for a variable If(D) from the expected information for clas-

sifying the dataset I(D) as shown in Equation 3. The fea-

tures having ‘0’ information gain weights are treated as 

irrelevant features and they are removed. In the 

‘Mfeat-pix’ dataset, all the features have information 

weight greater than 0 therefore the entire feature (240) set 

is kept for redundancy removal process.
 

 

 

 

 

 

 

Table 1. Sample table of features and their information 

gain of D 

 

Feature index IG weight 

1 0.2482 

2 0.3488 

3 0.3705 

. 

. 

. 

 . 
 . 
 . 

240 0.2023 
 

Step2: Removal of redundant features  
In order to identify and remove redundant features, ‘F’ 

is grouped into ‘k’ number of clusters, where k=3, using 
Equation 4, where {f1, f2, …, fn} are the features and ‘n’ is 
the total number of features 240, (k <= n), z = {z1, z2, …, 
zk} reduces the sum of squares within the cluster and ‘µp’ 
is the mean of ‘zp’ [17, 18]. Each cluster contains redun-
dant features and these redundant features are ranked 
based on their IG weight as shown in the Table 2.  
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         (4) 

Table 2. Sample table to represent 3 clusters with redundant features and their IG weight. 

 

Cluster1 Cluster2 Cluster3 

Total number of 

features =73 

Total number of 

features =72 

Total number of 

features =96 

Feature 

index 

IG 

weight 

Feature 

index 

IG 

weight 

Feature 

index 

IG 

weight 

153 0.6970 68 0.4468 57 0.6230 

138 0.6910 67 0.4327 72 0.6130 

168 0.6400 83 0.4305 58 0.6050 

154 0.6370 230 0.4239 73 0.5830 

139 0.6290 143 0.4113 42 0.5090 

152 0.6250 69 0.4001 59 0.5060 

123 0.6070 128 0.3998 215 0.5000 

169 0.5970 166 0.3743 87 0.4940 

124 0.5830 17 0.3730 56 0.4920 

167 0.5620 3 0.3705 43 0.4760 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

235 0.1710 226 0.0405 36 0.1100 

 

Then, the threshold value (Tvd) that the total number 

of features to be selected from the dataset is calculated as    

Tvd = (ceil(N/a)+b), where N is the total number of features 

in the dataset. The arbitrary constants a, b are chosen as 10 

and 3, respectively.  

Hence, Tvd=(ceil(240/10)+3)=27. Then the number of 

features selected from each cluster is determined as 

Tvc=Tvd/k=9 since Tvd is divisible by k. Therefore, the top 

ranked (Tvc=9) features are chosen from each cluster and 

combined together as the selected significant features 

Fs={f153,f138,f168, f154, f 139, f 152, f 123, f 169, f 124, f 68, f 67, f 83,             

f 230, f 143, f 69, f 128, f 166, f 17, f 57, f 72, f 58, f 73, f 42, f 59, f 215, f 87, 

f 56} thereby redundancy is eliminated. Then, these features 

are given to the classification algorithms namely NB, IB1, 

and J48 and the classification accuracies are obtained.  
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4. Implementation and experimental setup  
  

The FACFS is implemented and experiments were 

conducted using WEKA and MATLAB12b with the sys-

tem configuration of Intel® Core™ 2 CPU T5300 @ 

1.73GHz Processor, 4 GB Memory (RAM) and 32-bit 

Windows vista Home Premium Operating system. The 

performance of the proposed method is tested on various 

image and signal datasets collected from UCI database 

repository [16] as tabulated in Table 3. Further, the per-

formance of the FACFS is compared with various 

state-of-the-art feature selection methods namely infor-

mation gain-based feature selection (IGFS), 

chi-squared-based feature selection (CQFS), Gain ra-

tio-based feature selection (GRFS), and symmetric uncer-

tainty-based feature selection (SUFS). Three different 

classification algorithms namely probabilistic-based Naïve 

Bayes classifier (NB), instance-based classifier (IB1), and 

tree-based classifier J48 are used to validate the perfor-

mance of the FACFS with other state-of-the-art feature 

selection methods in terms of classification accuracy.  

 

Table 3. Details of image and signal datasets. 

 

 

Dataset 

 

Nature  

Number 

of   

instances 

Number 

of 

Features 

Dermatology Image 366 34 

Kdd Japanese 

vowels 
Signal 4275 14 

Kdd synthetic 

control 
Signal 600 60 

Letter Image 2000 16 

Mfeat-pix Image 2000 240 

Segmentation Image 2310 19 

Sonar Signal 208 60 

Spectrometer Signal 531 93 

Vehicle Image 846 18 

Waveform Signal 5000 40 

 

The proposed method also is validated in terms of re-

dundancy rate [15] as shown in Equation 5 by calculating 

the redundancy rate of the selected features using the pro-

posed and other feature selection methods.   

 





jiX,,
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where N is the total number of features in the dataset ‘D’. 

Ci,j denotes the correlation between two features xi and xj.  

Further, in order to statistically analyze the perfor-

mance of the feature selection methods on the datasets in 

terms of classification accuracy and redundancy, the fol-

lowing statistical tests are conducted. The Friedman test 

[19] is performed with the null hypothesis that “all the 

methods perform equivalently”. If the result of Friedman 

test is p=0, at α=0.10 where p is the probability that the 

null hypothesis is accepted and α is the level of signifi-

cance, the null hypothesis rejected, meaning that the algo-

rithms compared are statistically different. In that case, the 

analysis of means (ANOM) test is conducted to rank each 

state-of-the-art feature selection method based on their 

performance and to identify the significant difference 

among the methods at α = 0.05 and α=0.10 with the critical 

line (CL), upper and lower decision or critical lines (UDL 

and LDL) as discussed in [20].  

For the experimental setup, the number of clusters k is 

set as 3 and the threshold value (Tvd) is calculated to de-

termine the total number of features to be selected from the 

dataset using the formula Tvd = (ceil(N/a)+b), where N is 

the total number of features in the dataset. The arbitrary 

constants a, b are chosen as 10 and 3, respectively. Then 

the number of features to be selected from each cluster is 

determined by Tvc=Tvd/k if Tvd is divisible by k, else 

ceil(Tvd/k) number of features are selected from the k–1 

number of larger clusters and Tvd – (ceil(Tvd/k) × (k–1)) 

number of features are selected from the smallest cluster. 

 

 

5. Experimental results and discussion   

 

Initially, Tvd numbers of features are selected from 

each dataset using the feature selection methods as shown 

in Table 4. Then the selected features are given to the clas-

sification algorithms namely NB, IB1, and J48. Then, the 

classification accuracies for each classifier are obtained 

with10-fold cross validation test mode as tabulated in Ta-

ble 5, Table 6, and Table 7, respectively.  

 

Table 4. Number of selected features from the datasets 

using all the feature selection methods. 

 

Dataset 
Number of features 

selected 

Dermatology 6 

Kdd Japanese vowels 5 

Kdd synthetic control 9 

Letter 5 

Mfeat-pix 27 

Segmentation 5 

Sonar 9 

Spectrometer 13 

Vehicle 5 

Waveform 7 
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Table 5. Classification accuracy of NB classifier with respective feature selection methods. 
 

Dataset FACFS IGFS CQFS GRFS SUFS 

Dermatology 83.33 76.50 69.12 69.12 76.50 

Kdd Japanese 
vowels 

71.87 71.15 71.15 74.80 71.15 

Kdd synthetic 
control 

84.83 78.16 78.00 78.00 77.16 

Letter 45.09 45.95 45.95 45.95 45.95 

Mfeat-pix 79.00 70.40 69.45 68.90 69.90 

Segmentation 74.67 69.04 69.04 69.69 69.04 

Sonar 70.67 68.26 68.26 65.38 64.42 

Spectrometer 42.18 38.79 40.67 40.11 39.54 

Vehicle 43.97 40.30 40.30 40.30 40.30 

Waveform 71.80 69.48 69.48 71.76 71.76 

Average 
Accuracy 

66.74 62.80 62.14 62.40 62.57 

 

Table 6. Classification accuracy of IB1 classifier with respective feature selection methods. 
 

Dataset FACFS IGFS CQFS GRFS SUFS 

Dermatology 78.96 73.47 63.11 63.38 73.49 

Kdd Japanese 
Vowels 

89.05 87.38 87.38 88.93 87.38 

Kdd synthetic 
Control 

90.66 77.16 80.00 77.00 85.00 

Letter 73.52 64.91 64.91 64.91 64.91 

Mfeat-pix 79.70 69.80 68.50 67.65 68.65 

Segmentation 90.64 89.65 89.65 89.35 89.69 

Sonar 78.36 73.55 73.55 83.65 74.03 

Spectrometer 51.78 49.34 52.16 40.86 49.90 

Vehicle 65.36 58.51 58.51 57.09 58.51 

Waveform 68.82 67.00 67.00 68.98 68.98 

Average 
accuracy 

76.68 71.08 70.48 70.18 72.05 

 

Table 7. Classification accuracy of J48 classifier with respective feature selection methods. 
 

Dataset FACFS IGFS CQFS GRFS SUFS 

Dermatology 78.41 75.13 67.75 67.48 75.13 

Kdd Japanese 
 vowels 

81.84 78.56 78.52 79.64 78.56 

Kdd synthetic 
 control 

83.00 75.66 77.16 79.50 81.16 

Letter  74.76 67.77 67.77 67.76 67.77 

Mfeat-pix 74.50 68.85 67.95 66.10 66.35 

Segmentation 91.64 88.09 88.00 88.00 87.96 

Sonar 73.55 67.30 67.30 71.15 69.71 

Spectrometer 46.51 44.44 49.34 37.28 41.80 

Vehicle 65.13 57.32 57.32 55.08 57.32 

Waveform 71.94 70.88 70.90 72.56 72.60 

Average  
accuracy 

74.13 69.40 69.20 68.45 69.84 
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The redundancy rate is calculated on the selected fea-

tures from the dataset and tabulated in Table 8. The classi-

fication accuracy of NB, IB1, and J48 classifiers with re-

spective datasets and the feature selection methods are 

illustrated in Fig. 1. The redundancy rate with respective 

datasets and feature selection methods are illustrated in   

Fig. 2. The average classification accuracy of NB, IB1, 

and J48 classifiers with respect to the feature selection 

methods are shown in Fig. 3. The average redundancy rate 

with respect to the feature selection methods is depicted in 

Fig. 4.  

  

 

Table 8. Redundancy rate of all dataset with respective feature selection methods. 

 

Dataset FACFS IGFS CQFS GRFS SUFS 

Dermatology 0.373 0.484 0.433 0.435 0.484 

Kdd Japanese  

vowels 
0.234 0.191 0.191 0.191 0.191 

Kdd synthetic  

control 
0.631 0.787 0.786 0.482 0.783 

Letter  0.177 0.184 0.184 0.184 0.184 

Mfeat-pix 0.277 0.370 0.387 0.369 0.372 

Segmentation 0.403 0.578 0.578 0.588 0.581 

Sonar 0.228 0.326 0.326 0.287 0.341 

Spectrometer 0.563 0.714 0.644 0.548 0.788 

Vehicle 0.516 0.771 0.771 0.703 0.771 

Waveform 0.513 0.544 0.544 0.513 0.513 

 

  
(a)                                                       (b) 

 

 
                                                     (c) 

 

Fig. 1. Classification accuracy of (a) NB, (b) IB1, (c) J48 classifiers with respective feature selection methods and dataset. 
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Fig. 2. Redundancy rate with respective feature selection methods and datasets. 

 

             
                                (a)                                             (b)                                                             

 

 
 

                                                     (c) 

 

Fig. 3. Average accuracy of (a) NB, (b) IB1, (c) J48 classifiers with respective feature selection methods. 

 

In order to observe the statistical significance of the 

FACFS in terms of classification accuracy and redundancy 

rate, the Friedman test is conducted on the obtained results 

of classification accuracy and redundancy rate and the re-

sults of Friedman test is found to be p = 0 at α= 0.10. 

Hence, the null hypothesis is rejected meaning that all the 

state-of-the-art feature selection methods significantly dif-

fer from each other in terms of classification accuracy and 

redundancy rate. Hence, ANOM mean rank test is con-

ducted on the obtained classification accuracy of NB, IB, 

and J48 with respect to feature selection methods and the 

results are shown in Fig. 5. Further, the ANOM mean rank 

test is conducted on the obtained redundancy rate with 

respect to the feature selection methods and the same de-

picted in Fig. 6. 

  

 
 

Fig. 4. Average redundancy rate with respective feature 

selection methods. 
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(c1)                                          (c2) 

 

Fig. 5.  ANOM charts indicating average ranks of each feature selection method in terms of classification  accuracy with 

the selected features from all the datasets (a1) NB at α=0.05, (a2) NB at α=0.10, (b1) IB1 at α=0.05, (b2) IB1 at α=0.10, (c1) J48 

at α=0.05 (c2) J48 at α=0.10 
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(a1)                                            (a2) 

    Fig. 6. ANOM charts indicating average ranks of each feature selection method in terms of redundancy rate of the selected 

features from all the datasets (a1) at α=0.05, (a2) at α=0.10. 
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From Table 5 and Fig. 1 (a), it is observed that 
FACFS produces better classification accuracy with NB 
classifier than other methods compared for all datasets 
except Kdd Japanese vowels and Letter dataset. From Ta-
ble 6 and Fig. 1 (b), it is observed that FACFS produces 
better accuracy with IB1 than other methods compared for 
all the datasets except Sonar, Spectrometer, and Waveform. 
From Table 7 and Fig. 1 (c), it is observed that FACFS 
produces better accuracy with J48 than other methods for 
all datasets except Spectrometer and Waveform. 

From Table 8 and Fig. 2, it is obvious that FACFS re-
duces the redundancy rate for all datasets except Kdd Jap-
anese vowels, Kdd synthetic control and spectrometer. 
From Fig. 3 it is observed that FACFS performs better for 
the classifiers NB, IB1, and J48, respectively in terms of 
average accuracy. From Fig. 4, it is observed that FACFS 
performs better in reducing the redundancy than all other 
methods compared.  

The ANOM charts shown in Fig. 5 indicate that 
FACFS achieves higher average rank in terms of classifi-
cation accuracy of NB, IB1, and J48. In Fig. 5(a1) and (a2), 
FACFS lies above UDL indicating that FACFS achieves 
significantly greater classification accuracy than the overall 
average accuracy with NB. The feature selection methods 
IGFS, CQFS, GRFS and SUFS fall below CL indicating 
that they achieve less classification accuracy than the 
overall average accuracy with NB.  

In Fig. 5(b1) and (b2), FACFS lies above UDL, this 
indicates that FACFS achieves significantly greater classi-
fication accuracy than the overall average classification 
accuracy with IB1. The feature selection methods namely, 
IGFS, CQFS and GRFS fall below CL which indicates that 
they achieve less classification accuracy than the overall 
average accuracy with IB1. SUFS falls between UDL and 
CL therefore it achieves fair classification accuracy with 
respect to the overall average accuracy with IB1.  

In Fig. 5(c1) and (c2) FACFS lies above UDL indicat-
ing that it achieves significantly greater classification ac-
curacy than the overall average accuracy with J48. The 
feature selection methods IGFS, CQFS, GRFS, and SUFS 
fall below CL indicating that they achieve less classifica-
tion accuracy than the overall average accuracy with J48. 
From Fig. 6, it is found that the FACFS lies below LDL 
indicating that FACFS significantly reduces the redundan-
cy than the overall average redundancy rate. The feature 
selection methods IGFS, CQFS, and SUFS fall above CL 
indicating that they do not perform well in reducing the 
redundancy rate. GRFS falls between CL and LDL there-
fore it fairly reduces the redundancy with respect to the 
overall average redundancy rate.  

 
 
6. Conclusion and future work 

 
This paper proposed a novel filter based feature selec-

tion approach for image and signal classification using the 
ranking with clustering approach in order to improve the 
accuracy in image and signal classification. The proposed 
method works with two phases. In the first phase, it re-
moves irrelevant features using the raking approach. In the 
second phase, it removes the redundant features using 
clustering approach. The performance of the proposed 
method is compared with four state-of-the-art feature se-

lection methods in terms of classification accuracy and 
redundancy rate. The performance of these methods is also 
statistically analyzed and it is observed that the proposed 
method outperforms the other methods compared. In future, 
different statistical measures can be used to obtain the rel-
evant features and other clustering techniques can be em-
ployed for redundancy analysis.    
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